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Note: This is just oneway, a solution could look like. We do not guarantee correctness. It is your
task to find and report mistakes.

Exercise 1
Let I = (a1; : : : ;an) with ai 2 [0;1℄ be a BIN PACKING instance. Consider the following algorithm

(1) Apply linear grouping with parameterk and call the emerging instanceI0 = (a0
1; : : : ;a0

k) (Item
a0

i appearsbi 2 N0 times)

(2) Compute a near-optimal basic solutionx of the Gilmore Gomory LP-relaxation forI0
(3) Buy dxpe times patternp 2P

Perform the following tasks:

i) Show that for a suitable choice ofk, the above algorithm produces a solution that needs at most
OPT +O(pn) bins.

ii) An asymptotic FPTAS for BIN PACKING is an algorithm that for any givenε > 0 finds a solution
with at most(1+ ε)OPT + p(1=ε) bins where the running time must be polynomial inn and
1=ε. Furthermorep : R+!R+ must be a polynomial. Show that if you run the above algorithm
on the large items and distribute the small items afterwards(as usual), one obtains such an
asymptotic FPTAS.
Hints: You will need a suitable threshold, to determine what asmall item is.

Solution:

i) From the lecture we know thatOPT(I0) � OPT (I) + dn=ke. Say we obtain a solutionx with 1T x �
OPTf (I0)+1� OPT(I)+1. Furthermorefp j xp > 0gj � k. Hence we buy

OPT(I0)+1+ k � OPT(I)+1+ k+ dn
k
e k:=dpne� OPT(I)+4

p
n

patterns.



ii) We first discard items that have sizeai < 1
n1=3 and distribute them afterwards. In case that a new bin needs

to be opened and the solution consists ofm bins, we have

size � (m�1) � (1� 1

n1=3
)

Hence

m � (1+2
1

n1=3
)OPT +1

If ε � 2 1
n1=3 there is nothing to show. Hence suppose thatε < 2 1

n1=3 . Then

2
1

n1=3
OPT +1� 2n2=3+1� 256� (2=n1=3)3

Next, letε > 0 be given and choosep(1=ε) = 256=ε3. Suppose thatai � 1
n1=3 . HenceOPT � n � 1

n1=3 =
n2=3. If ε � 4 1

n1=6 then

εOPT � 4� 1

n1=6
�n2=3 = 4

p
n

If ε < 4 1
n1=6 then

p(1=ε)� 256� (n1=6=4)3 = 4
p

n

Hence
OPT +4

p
n � OPT + εOPT + p(1=ε):

Exercise 2
Again consider the BIN COVERING problem on instanceI = (a1; : : : ;an) (ai 2 [0;1℄) with the restric-
tion thatai � δ for a universal constantδ > 0. Adapt the algorithm from the previous exercise to
obtain a solution coveringOPT �O(pn) bins in polynomial time.
Hints: How would an adapted Gilmore-Gomory LP-relaxation look like? Show that under the as-
sumptionai � δ you can solve it optimally.

Solution:
First we apply the linear grouping toI to obtain a rounded down instanceI0 with item sizesa01; : : : ;a0k and

multiplicities b1; : : : ;bk and OPT (I0) � OPT(I)� n=k. We define covering patternsP = fp 2 Zn+ j aT p �
1;∑k

i=1 pi � 1=δg and define

max1T x (P(P))
∑

p2P xp p � b

x � 0

Note that we do not need to consider patterns with more than 1=δ many (suppose1δ ) items (otherwise we can
remove one and still cover the bin). HencejPj � O(k1=δ ) = O(n1=δ ) which is polynomial (since we consider
δ > 0 to be fixed). Consider the following algorithm

(1) Apply linear grouping with parameterk to all items and call the emerging instanceI0 = (a01; : : : ;a0k) (Item
a0i appearsbi 2 N0 times)

(2) Compute an optimal basic solutionx to P(P) (for I0)



(3) Buy bxp times patternp 2P
The number of bins, that we cover with our solution is at least

P(P)�jfp j xp > 0gj � OPT(I0)� k � OPT(I)�dn=ke� k
k:=dpne= OPT (I)�4

p
n


