Thomas RothvoR
Location: ELD120 Discussion: 14.04.10

Exercises
Approximation Algorithms
Spring 2010
Sheet 6

Note: This is just onewvay, a solution could look like. We do not guarantee corres$n It is your
task to find and report mistakes.

Exercise 1
Letl = (ay,...,an) with g € [0,1] be a BN PACKING instance. Consider the following algorithm

(1) Apply linear grouping with parametérand call the emerging instante= (&, ..., a,) (Item
al appeard; € Ny times)

(2) Compute a near-optimal basic solutioaf the Gilmore Gomory LP-relaxation fof
(3) Buy [xp] times patterrp € &
Perform the following tasks:

i) Show that for a suitable choice kfthe above algorithm produces a solution that needs at most
OPT + O(y/n) bins.

i) An asymptotic FPTASfor BIN PACKING is an algorithm that for any gives1> 0 finds a solution
with at most(1+ &)OPT + p(1/¢€) bins where the running time must be polynomiahiand
1/€. Furthermorg: Ry — R, must be a polynomial. Show that if you run the above algorithm
on the large items and distribute the small items afterwéadsusual), one obtains such an
asymptotic FPTAS.

Hints: You will need a suitable threshold, to determine whatmall item is.

Solution:

i) From the lecture we know thadPT (I') < OPT(I) + [n/k]. Say we obtain a solutior with 17x <
OPT¢(l")+1 < OPT(I) + 1. Furthermorg p | x, > 0}| < k. Hence we buy

k:

=[ VAl
OPT(I')+ 14+ k< OPT(1)+1+k+ [E} < OPT(l)+4vn

patterns.



i) We first discard items that have siag< n1—1/3 and distribute them afterwards. In case that a new bin needs
to be opened and the solution consistsrdfins, we have

1

Sze > (m—l)-(l—m)

Hence

1
M< (1422)0PT +1

If £ > 2L there is nothing to show. Hence suppose that2—L;. Then

1 2/3 1/3\3
2 5OPT+1<2n /3 4+1< 256 (2/n'/3)
Next, lete > 0 be given and choosg(1/¢) = 256/¢3. Suppose thad; > nl—l/a HenceOPT > n- n1—1/3 =
n?/3.1f £ > 415 then
1

EOPT 24—

n?/% = 4y/n
If € < 4n1_1/6 then
p(1/€) > 256- (n"/6/4)* = 4y/n

Hence
OPT +4/n < OPT + £OPT + p(1/€).

Exercise 2

Again consider the Bi COVERING problem on instance= (ay,...,an) (& € [0, 1]) with the restric-
tion thata, > & for a universal constard > 0. Adapt the algorithm from the previous exercise to
obtain a solution coverin@PT — O(,/n) bins in polynomial time.

Hints: How would an adapted Gilmore-Gomory LP-relaxation lookeftkShow that under the as-
sumptiong; > & you can solve it optimally.

Solution:

First we apply the linear grouping toto obtain a rounded down instantewith item sizesa, ..., a, and
multiplicities by,...,bx andOPT(I') > OPT(I) —n/k. We define covering pattern& = {p € Z" | aTp >
1,5, pi <1/} and define

max1' x (P(2))

Xpp < b
pe
x >0

Note that we do not need to consider patterns with more tiidmiany (suppos%) items (otherwise we can

remove one and still cover the bin). Herlc#| < O(k'/%) = O(n'/9) which is polynomial (since we consider
o > 0 to be fixed). Consider the following algorithm

(1) Apply linear grouping with paramet&tto all items and call the emerging instarite= (&, ...,a,) (Item
a appearsy; € Ny times)

(2) Compute an optimal basic solutiario P(#?) (for I)



(3) Buy |xp] times patterrp € &
The number of bins, that we cover with our solution is at least

P(#) —|{p| %y > 0}| > OPT(I") —k > OPT(1) — [n/K] —k “™ OPT (1) — 4y/n




