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Self-Supervised Learning from Satellite Images with a 
Joint-Embedding Predictive Architecture 
Background 

Deep learning (DL) based general image representation learning (IRL) is of great 
interest for satellite images due to its ability to: i) model vast amounts of freely available 
remote sensing (RS) data through self-supervised learning, significantly decreasing the 
requirement for labeled data; and ii) generalize well to various RS problems as 
downstream tasks. Contrastive learning-based methods have initially paved the way for 
employing self-supervised IRL on RS images (e.g., [1], [2]). Such methods employ 
contrastive learning of satellite image representations with convolutional neural 
networks (CNNs) by maximizing agreement between two views of the same image, 
which are generated by data augmentation strategies. Recent studies on IRL in RS 
have focused on masked data modeling of satellite images, e.g., [3]-[10]. They facilitate 
self-supervised learning through masked autoencoders (MAEs) with vision transformers 
(ViTs). By reconstructing satellite images with parts masked, they perform effective IRL,  
i.e. they learn features that describe the visual content of the images that can be used 
as a starting point to tune specialized models for downstream tasks. Recent interest in 
MAEs for IRL of satellite images relies on two main reasons. First, in contrast to 
contrastive self-supervised learning, MAEs are capable of learning image 
representations without the application of any data augmentation strategies. This is of 
particular importance for satellite images since most of the data augmentation strategies 
are designed for natural images and their direct adaptation to satellite may not be 
always feasible. Second, it has been shown that MAEs in combination with ViTs can be 
effectively scaled into larger DL models in proportion to the amount of training data [11], 
[12]. However, when MAEs are utilized, the resulting image representations tend to be 
of a lower semantic level [13]. This prevents utilizing their full potential for many 
downstream tasks requiring higher-level satellite image semantics (e.g., scene 
classification, land-cover map generation, etc.). 

Aim 

As an alternative to contrastive learning and MAEs, the joint-embedding predictive 
architecture (I-JEPA) [13] has been recently proposed to scale well with ViTs on a large 
amount of data, while still learning image representations of a high semantic level 
without relying on hand-crafted data augmentations. This is achieved by predicting the 
representations of various target blocks from a single context block in the same image. 
Although it embodies a significant potential for self-supervised image representation 
learning in RS, they haven’t been applied to satellite images. In this project, we aim to 
explore the use of I-JEPA on satellite images, specifically on image benchmark datasets 
such as fMoW [14]. This project consists of the application of I-JEPA pre-training on an 
RS image benchmark dataset and the evaluation of its effectiveness compared to MAEs 
for the downstream tasks of scene-classification and image retrieval. 
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Requirements 

• Experience in machine 
learning, notably in deep learning 

• Proficiency in Python and 
relevant libraries such as PyTorch, 
TensorFlow, etc. 

• Knowledge of self-supervised 
learning is a plus 

• Strong willingness to learn and 
ability to work independently 

 

 

 

 

 

Contact 

• Prof. Devis Tuia, devis.tuia@epfl.ch 

• Dr. Gencer Sümbül, gencer.sumbul@epfl.ch  
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Figure: An illustration of joint-embedding predictive 
architecture (I-JEPA), from [13] 
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