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Abstract

The fairness issue has been an urgent topic, with the popularity of mobile applications equipped

with recommender systems. In this paper, we investigated the fairness problems from user’s

point of view through a survey. We prudently designed the survey questions and collected 1,300

responses in total. After filtering, 630 samples composed our Dec2Dataset. (Since the dataset is

finally confirmed in December.) We embraced the common constructs of Perceived Ease Of

Use and Perceived Usefulness. Meanwhile, we introduced the concept of Perceived Fairness

to explore the relationships among these three principal constructs. We applied structural

equation modeling methods to validate the model structure from collected data, proving our

hypotheses’ consistency. Through analysis with statistical reliability and validity, we confirmed

that (1) Perceived Ease Of Use has a significantly positive influence on Perceived Fairness;

(2) Perceived Fairness positively influences Perceived Usefulness; (3) these three constructs

have both direct and indirect positive effects on Behavioral Intentions. This could bring a new

perspective to researchers about the fairness problems in two-sided recommender systems.
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Chapter 1

Introduction

Recommender systems (RecSys) have been applied in various scenes to help users find per-

sonalized, relevant items or products. Nowadays, RecSys are everywhere, including product

recommendations in e-commerce systems, friend recommendations in social media, and hotel

recommendations in trip planning platforms. With the favor of RecSys, these companies can

explore and maximize their business interest. More precisely, online platforms, such as Netflix,

Apple Music, and TikTok, are employing RecSys to help their customers find the most suitable

product among enormous variety of products. Nevertheless, RecSys are never just human-made

tools for seeking information. Indeed, the algorithms take charge of the allocations among dif-

ferent parties, such as video exposures to consumers, job opportunities to candidates. Further,

a limited distribution can lead to unfairness and profit losses.

Artificial intelligence (AI) expands in almost every detailed aspect of today’s life. AI has been

shown as a "black box" from users’ perceptions, potentially resulting in the lack of opacity and

unfair discrimination. This draws attention from scientists to take care of potential ethical

problems in areas related to RecSys. As revealed by Trustworthy AI framework [1], a famous

multidimensional AI framework to help organizations bridge the ethics gap, the importance of

addressing ethical challenges tends to be urgent. Today, businesses are rapidly expanding the

scale and scope of their RecSys algorithms. It is hard to doubt that this trend has been aroused

and accelerated by the COVID-19 pandemic, which is asking the majority to keep social distance

and work from home. However, it also exposes these companies to threaten individual privacy

and autonomy in unethical and inappropriate ways. While RecSys algorithms are increasingly

taking control of the feeding content, the risks and challenges related to fairness issues have

become even more critical and complex.

Like our human counterparts, RecSys are expected to adhere to social norms and ethics.

People hope that RecSys make fair decisions in an explainable, consistent, transparent, and,
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most importantly, unbiased way. At the same time, figuring out the standard line of this appro-

priate method is not a piece of cake - even for ourselves. Generally speaking, RecSys learn their

prospect from the training dataset. It is basically impossible to obtain datasets without any

biases. Without proper care, RecSys will increase ethical problems exponentially. At the same

time, this could amplify and propagate the biases. For example, a recommender system that de-

cides where to place online job advertisements could tend to distribute male web browsers with

well-paid job advertisements s more often. Because historical data shows that men generally

earn more than women, resulting in typical and classical discrimination.

In a common situation, the majority of companies are dealing with a two-sided market

with two kinds of stakeholders [2]: the first one is categorized as producers of goods and

providers of services, which includes movie producers on Netflix, artists on Apple Music, and

content providers on TikTok; the other one is customers and platform users. Traditionally,

these business platforms only focused on maximizing customer satisfaction to gain the most

profit on the users’ end, where they lacked attention to producers and largely ignored the

providers’ interest during this process. Several recent studies have shown that a customer-

oriented approach could undermine the healthy development of producers [3–6]. Since, in

a multi-sided platform or two-sided platform, exposures to users have the most significant

influence on producers’ income. For instance, users, who have the chance to listen to a certain

song, could help artists earn advertisement revenues. Additionally, a fixed percentage of users

could buy digital albums or concert tickets. This principle of exposure also applies to TikTok.

The exposure being monopolized by a few famous producers could lead to difficulties for new

or lesser-known producers on the platform, potentially causing them to quit or seek alternative

platforms, according to papers [5–7]. Without an illustration, this can dramatically damage

users’ experience and platform development. In this paper, we use TikTok as an example to

explore the fairness issue in a two-sided platform.

TikTok, called Douyin in China Mainland, was first designed and launched in China in

September 2016. Since the short-video platforms were planted a few years ago, Douyin took this

advantage and quickly went viral in China. After that, its parent company, ByteDance, aimed to

explore the foreign market and launched an international version of Douyin in the following

year. In the beginning, TikTok mainly focused on lipsyncing and dancing videos. With the

selection of the market, TikTok has developed and integrated into a multi-level, multi-field,

and multi-business video recommendation platform. TikTok, as a recommender system with

enormous users, has unparalleled influence and academic research value, which makes itself a

suitable instance for us in this paper.

Although plenty of businesses are having a hard time during this post-pandemic era, TikTok

is still growing steadily. As published in ByteDance’s advertising resources, the latest statistics

reveal that TikTok’s advertising business grew faster in the first quarter of 2022 compared to the

final quarter of 2021. The United States held the distinction of having the largest TikTok audience,
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with approximately 136.5 million users engaging with the platform, until April 2022 [8]. Currently,

advertising investors can reach 970 million American users above 18 with advertisements

on TikTok. The age and gender distributions among both USA TikTok users and the whole

population are shown in Figure 1.1, whose data comes from resources [9, 10].

Figure 1.1: Age and gender distributions among both USA TikTok users and USA population.

This figure compares the age and gender distributions between the USA TikTok users and

USA overall population. In each age group, from left to right, these six bars respectively repre-

sent:

• the percentage of the USA TikTok users to the whole USA TikTok users;

• the percentage of female USA TikTok users to the whole USA TikTok users;

• the percentage of male USA TikTok users to the whole TikTok users;

• the percentage of the USA population to the whole USA population;

• the percentage of the female USA population to the whole USA population;

• the percentage of the male USA population to the whole population.

With data from April 2022, the figure from April 2022 displays that 24% of TikTok’s domestic

audience consisted of women aged 18 to 24 years old. At the same time, male users in the same

age group made up approximately 18 percent. Approximately 17% of female users aged 25 to

34 years old are active on TikTok, and 14% of male TikTok users in the USA belong to the same

age group. From this figure, we can easily find that the audience of TikTok in the United States

congregates of younger generations. Additionally, in each age group, female users are always

more than male users, concerning the changing female-male ratio with the change of different

age groups.

8



Chapter 2

Backgrounds & Related Works

2.1 Fairness Issue in Recommender Systems

Why is the fairness issue a serious problem in RecSys? An intuitive example can illustrate

the importance here. With limited recommendation slot positions on Amazon, the question

arises as to which producers’ goods should receive the precious exposure opportunity to users.

Predictions using data appears to be a suitable answer to this question, however, bias may arise

as most RecSys models are trained with machine learning (ML) models based on a specific

training dataset. The training data in this process may carry social bias, which may then

be learned by recommendation models as alternative timesavers, thereby echoing or even

exacerbating the bias in the training data. Once the unfairness is built into the algorithms,

information asymmetry is impossible for certain users with discriminated properties. This

phenomenon can result in aggravation with the Matthew effect [11].

From the standpoint of platform benefit, to ensure both compliances with legal regulations

and the long-term sustainability of the platform, the executors should take care of the fairness

issues. Naturally, famous accounts (for example, well-known film actors) generally receive more

exposure for their videos, while videos created by grassroots may be unnoticed and ignored.

The struggling dilemma may cause these users to leave the platform, who are also the majority

source of benefit for the platform. The decreased diversity and activity of the platform’s content

will negatively impact its sustainability. These above instances are only part of the potential

harm to the platform’s development. Recently, Researchers have proposed various definitions

of fairness. Sühr et al. [5] discuss the fairness definition in ride-hailing with the example of

Uber. Meanwhile, Patro et al. [4] introduce related concepts using the e-commerce method on

Amazon. These definitions focused on different aspects of the fairness issue in macro machine

learning problems. Here we will go through some of the fairness definitions that are most
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relevant to our study.

To achieve group fairness, the treatment of the protected groups should be comparable to

that of the advantaged group, such as the different demographic groups represented in a dataset.

Group fairness is paid attention to specific situations, like inclusive hiring for women groups or

recommendations for inactive groups. It is sharp in TikTok that there is a noticeable disparity in

recommendation quality among users with heterogeneous activeness, such as the number of

interactions. The COMPAS controversy [12] emphasized the importance of evaluating group

fairness using model properties such as accuracy and false-positive rate, which are two of the

most prominent examples [13]. Additionally, there are other works related to group fairness. Fu

et al. [14] address the issue of group unfairness in explainable recommendation over knowledge

graphs using a fairness-constrained approach. Articles [3, 15] categorize different types of

multi-stakeholder platforms and further discuss various group fairness properties.

In contrast, the principle of individual fairness dictates that comparable individuals should

receive comparable treatment, which is emphasized in problems related to recidivism prediction

and loan decisions. Cynthia Dwork et al. [16] first introduced the concept in the paper called

"Fairness Through Awareness" in 2012, which was one of the seminal and foundational works in

the fairness-related area. Individual fairness, as opposed to group fairness, imposes restrictions

on the treatment of each pair of individuals, making it a more specific concept. Patro et al.

[4] consider individual fairness from the perspective of both producers and customers. And

the researchers respond to the question of the long-term sustainability of two-sided platforms.

Some interesting links between the two concepts are (1) Based on Dwork et al. [16], group

fairness does not guarantee individual fairness or vice versa. (2) Based on Biega et al. [17],

individual fairness, under certain circumstances, can promote group fairness.

User fairness considers fairness based on users’ perspectives, which means RecSys should

recommend the same product query to users with the same demographic attributes. Abdol-

lahpouri et al. [18] examine the fairness issue from the perspective of users, investigating

how popularity bias leads to deviations in recommendations from users’ expectations on the

RecSys. As for item fairness, RecSys requirements related to fairness issues may come from

items’ perspectives, which could also mean the perspectives of products and producers. For

instance, a search for "phone case" on Amazon might result in accessories for the iPhone ap-

pearing at the top of the list, while those for other brands receive lesser visibility. The lack

of other brands’ accessories is an item-side unfairness for them. For item fairness, there are

many studies concerning the potential damage from popularity bias in RecSys. According to

research [19–21], increasing the number of long-tail items or the overall catalog coverage is

often a feasible solution to the problem.
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2.2 Envy-freeness in two-sided recommender systems

The fairness of RecSys is studied mostly from either the perspective of customers (User Fairness)

or product/services providers (Item Fairness) in most studies. And these studies are conducted

exclusively from one perspective, which are also known as single-sided fairness. At the same

time, multi-sided fairness, which considers both customer-side and provider-side fairness, is

another kind of fairness. With experiences from companies that survived in the information era,

the sustainable development of RecSys platforms needs evolutions on both the product and

customer sides. Guaranteeing fairness for one group might sacrifice the fairness and benefit of

the other one [22, 23]. With an increasing awareness of the provider-side importance, studies

concerning the two-sided fairness [4, 5, 23], and the multi-sided fairness [3, 15, 22] have drawn

much more attention. Generally, the two-sided objective is a linear interpolation of consumer

and producer fairness metrics [5, 22]. Its general form is:

λ× Inequal i t ypr oduct si de + (1−λ)× Inequal i t ycustomer si de

Several specific fairness concepts are incompatible or mutually exclusive, which is unfor-

tunate. Both Kleinberg et al. [24] and Chouldechova et al. [13] claim that equal accuracy in

risk scores and balance in risk quantiles across groups can only be attained under specific and

stringent conditions.. Grgić-Hlača et al. [25] argue that achieving both process fairness and

outcome fairness sometimes may come at the cost of accuracy. As said, Realistic ML models of-

ten cannot meet all desired definitions of fairness simultaneously due to the mutual exclusivity

of many fairness definitions. Considering these inherent trade-offs, we acknowledge that the

model design could satisfy one definition of fairness while violating another.

Therefore, to address this issue, Envy-freeness provides a feasible solution. Envy-freeness

was initially studied in fair allocation from Foley’s study in 1966 [26]. More recently, fair classifi-

cation [27, 28] stipulates that it is considered fair to apply different strategies to different people

as long as it is benefiical to every individual. Based on this theory, we consider the RecSys as

fair only if it distributes better content according to individuals’ preferences. In contrast, we

consider it unfair not to give users a better recommended content when there is such a solution

existing.

Envy-freeness aligns with providing users with their most enjoyed recommendations, which

is exactly different from parity or equal utility. The sources of envy can be diverse. Compared to

equal user utility, an improvement of envy-freeness is that it involves interpersonal comparisons.
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Chapter 3

Methodology

3.1 Survey Design

We developed an online questionnaire and hosted it on the EPFL server to validate our concep-

tual model and hypotheses, mentioned in Section 3.2. This can avoid the potential leakage to

third-party survey agent platforms. The survey aimed to understand participants’ interaction

experiences with TikTok and some issues arising from this process. Based on their recent TikTok

usage, we asked participants to evaluate their experience on the following themes: system

quality, service quality, information quality, perceived fairness, perceived ease of use, perceived

usefulness, attitude towards use, and behavioral intentions. These themes also function as

the principal constructs in our later SEM model analysis. Based on a validated scale aiming to

measure Web quality and playfulness [29], we designed our survey questionnaire and modified

other questions to adapt to our situation. It is worth noting that these themes are not disclosed

to the participants. They would only receive a bunch of questions and reply to these questions.

The participants did not act based on the conceptual themes.

The survey website consisted of five web pages: information sheet, consent form, demo-

graphic questions, main questions, and end page. The questionnaire covered six demographic

questions and 45 thematic questions, which can be found in Appendix A.1. Demographic

questions included gender, age, English fluency, profession, usage length, and weekly usage

duration. The 45 main questions are 5-point Likert-type items, which is a typical psychometric

response scale where responders specify their level of agreement in five magnitudes: from

"Strongly disagree" (1) to "Strongly agree" (5). The questions adapting the 5-Likert-type scale

can be seen in Appendix A.1. The number in the parentheses is the score we transfer categorical

features into numerical ones during the data processing stage.
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Figure 3.1: User Journey Diagram for our TikTok Survey.

A user journey diagram usually refers to a visual trip across the possible solution. In the

user journey diagram, we need to consider not only the user’s steps but also their feelings, pain

points, and possible difficulties along the road. The user journey diagram of participating in our

TikTok survey is in Figure 3.1. The process of an example user, Sarah, participating in our survey

is presented. The brown line is her inner mental activity, as we speculated. The blue line is the

task we addressed from our perspective. And all red and yellow bubbles are the interactions

between the participant and us. This significantly helps us to pay attention to users’ perceptions

during the survey.

3.1.1 Attention Checks

Reflected by plenty of studies, many MTurker responses could not be usable due to high rates of

MTurk workers’ ignorance and inattention. Approximately 10% of workers fail attention check

questions in studies using Mechanical Turk, which is a typical finding from the article [30].

Including these data will damage the quality of our dataset and may cause either false positives

or false negatives during the analysis step [31]. Therefore, it is undoubted and warranted that

we proceed removal of such data. To cope with this dilemma, incorporating attention-check

questions in our Mechanical Turk research is justifiable and reasonable in order to detect and

eliminate non-compliant responses. In our study, we designed seven reversed question pairs to

check MTurk workers’ attention, covering six principal constructs, which significantly mitigate

drawbacks related to data quality.
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• It’s easy to navigate on TikTok to find what I want.

TikTok has unclear app navigation.

• The recommended items correspond to my needs and preferences.

TikTok wrongly infers my interests.

• The recommended items cover a variety of topics.

TikTok recommended items are repetitive.

• It is easy for me to become skillful at using TikTok.

Using TikTok requires a lot of mental effort.

• TikTok gives me enjoyment and keeps me entertained.

Using TikTok is dull and boring.

• Using TikTok is a good idea.

Using TikTok is a bad idea.

• I will use TikTok on a regular basis in the future.

I don’t intend to use TikTok in the future.

In the above, these reversed question pairs can also be found in Appendix A.1. Specifically

speaking, the standard of correction in a reversed question pair is evaluated below. A reversed

question pair, called Question A and Question B here, is considered correct if Question A gets a

score of [1,2,3] and Question B gets a score of [3,4,5]. To encourage participants to pay attention

to the questionnaire, we declared that there are several attention checkers in our survey. And if

the participant got most of the attention checkers correct, we would pay a bonus reward. In

practice, a bonus reward of 20 cents was distributed to the worker if he/she got correct in at

least 5 of 7 question pairs.

3.2 Model Development

This paper established the hypothesized model from the original Technology Acceptance Model

(TAM) [32]. TAM initially aimed to explore and analyze the users’ acceptance of information

technologies (IT). Earlier, TAM was generated from the Theory of Reasoned Action (TRA)

created by Fishbein and Ajzen [33]. This theory posits that a person’s disposition towards

performing a particular action drives their social behavior. According to one’s beliefs, the

reason for conducting a specific behavior is that the advantages of performing this behavior

should outweigh the disadvantages, which is a consequence after evaluating the value of those

outcomes. The Theory of Reasoned Action (TRA) asserts that a person’s behavior is directly

influenced by their deliberate intention to perform, as individuals generally act in accordance

with their intent.

Adopting TRA’s causal links, TAM explained the individual acceptance behaviors of IT tools

on the personal layer. It suggested that perceived usefulness and perceived ease of use are two
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principal determinants during the usage of an IT-related application. Consistent with TRA, users’

beliefs determine their attitudes toward using the application in the TAM model. Behavioral

intentions to use, in turn, are determined by their attitudes toward using the application. Finally,

behavioral intentions to use can quickly lead to actual use shortly in the future.

Previous research has tested and validated this model’s utility through various experiments.

Additionally, in 2001, Moon and Kim extended the TAM model for the WWW context [34]. The

study encompassed three Web elements for e-commerce: system quality, information quality,

and service quality. In 2007, Ahn et al. [29] examined the impact of playfulness on users’

adoption of e-commerce. They assessed the correlation between Web quality factors and the

user’s behavioral intentions. Here, we embraced these ideas and developed them to adjust to

the current popularity of mobile applications.

Furthermore, we proposed the following principal constructs. These constructs were de-

rived from previous research, which established and validated users’ perceptions of mobile

applications. We selected and summarized the most commonly used items: "Perceived Ease

of Use", "Perceived Usefulness", "Attitude Toward Use", and "Behavioral Intentions to Use" as

well. These constructs demonstrated substantial reliability and internal consistency in Chapter

5. At the end of this chapter, we formed a set of hypotheses regarding the relationships among

the constructs To evaluate our model.

3.2.1 Concerns

In the principal construct of "Concerns", we use exploratory factor analysis(EFA) to reorganize

system quality and service and information quality. In our case, EFA was used to reduce

data to a smaller amount of variables and explore the underlying theoretical structure behind

the observed phenomenon. Based on the factor loading result, we successfully extracted the

following four items to compose the "Concerns" construct.

• "TikTok has unclear app navigation."

• "TikTok wrongly infers my interests."

• "TikTok recommended items are repetitive."

• "TikTok displays too many advertisements."

We hypothesized that "Concerns" aggregates users’ concerns about the TikTok platform,

which negatively affects "Perceived Fairness". From a macro perspective, these concerns can

also decrease users’ intentions to use TikTok in the future.
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3.2.2 Service and Information Quality

Service quality and information quality were combined in our proposal because TikTok, as a

recommender system, provides services of recommending videos, which provides information

to users simultaneously. From this standpoint, we further divided "Service and Information

Quality" (SerInfQ) into six subconcepts: quality, accuracy, diversity, agency, adaptiveness, and

inferred privacy.

Quality refers to the quality of recommended videos by the platform. Accuracy can be

separated into personalization width and personalization depth. Personalization width means

the comprehensiveness of recommended content, while personalization depth focuses on

users’ more niche hobbies. Diversity is evaluated by the question item "The recommended

items cover a variety of topics.", which is quite tricky and obscure for the platform. People can

hear complaints that the recommended content is too diverse in one area and too identical in

another. In users’ perception, the desired diversity is satisfied with an expectation of diversity.

This criterion can be seen as serendipity as well. Agency concerns users’ ability to control their

feed and edit their personal preferences. As for adaptiveness, it emphasizes the adaptability of

recommended content. Called personalization sensitivity, it also focuses that while a person’s

life stage changes, the recommended content should evolve and adapt to the user’s needs.

In inferred privacy, the leading indicator is whether users’ provided personal information is

adequately protected.

In summary, we hypothesized that "Service and Information Quality" positively affects users’

"Behavioral Intentions". This hypothesis can be broken into that: "Service and Information

Quality" has a positive effect on "Perceived Ease of Use" and "Perceived Usefulness".

3.2.3 Perceived Fairness

In general, bias refers to an unfavorable prejudice towards an individual or group, often consid-

ered unfair. We addressed "Perceived Fairness" (PF) to correspond to five biases extracted from

the general fairness issue in recommender systems. In this paper, we covered demographic bias,

user interaction bias, social connection bias, popularity bias, and envy-freeness.

Generated due to inferred or disclosed demographic information in the TikTok platform,

demographic bias could be the most common unfairness. User interaction bias (feedback bias)

happens when the users’ engagement with the output of RecSys influences subsequent training

data. For example, user interactions were used as new input to refine the recommendation

algorithm over time, thus creating a feedback loop. In our case, this generates from a user inter-

acting with the TikTok platform: the user can tap on the heart button to like the recommended
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video, select the speech bubble to comment, and click the forward icon to share content. Part

of the user interaction bias may also come from searching in TikTok. Observation bias is also

included in the concept of user interaction bias. Observation bias emerges when the system

recommends content similar to what the user previously rated high, creating the filter bubble

phenomenon [35]. Popularity bias (item popularity bias) suggests that the most popular items

will appear higher in search, further attracting more engagement. Social bias occurs when the

actions of others impact our judgment. For instance, when content consumers give low ratings

or negative reviews to an item, they could tend to align with high-rating comments. In other

words, they adjust their object evaluation to be consistent with the majority. Specifically in

TikTok, when we find some videos not so interesting, yet these videos received many views

and likes, we may stay longer thinking that perhaps we have not got the point. Last but not

least, envy-freeness means the RecSys are reckoned fair if each user prefers their own recom-

mended content compared to others [36]. Envy-freeness allows a recommender system to be

fair even if there are disparities between groups as long as the recommended content satisfies

user preferences. Similar studies have been conducted in other RecSys tasks under the shelter

of preference-based fairness problem [28, 37, 38]. Recommendations based on envy-freeness

are the proper extension of these approaches to personalized RecSys.

In summary, we hypothesized that "Perceived Fairness" positively affects "Attitude Towards

Use". Further, it will positively affect "Behavioral Intentions". Also, we hypothesized that

"Perceived Ease of Use" has a positive effect on "Perceived Fairness". Then "Perceived Fairness"

positively affects "Perceived Usefulness". This structure forms the TAM loop in our design.

3.2.4 Perceived Ease of Use

Here are two fundamental variables among many variables influencing users’ behavioral inten-

tions. First, people tend to use an application based on their belief that its advantages outweigh

the disadvantages of using this application. This first variable is referred to as "Perceived Useful-

ness". Additionally, even if potential users perceive the application to be useful and practical,

they may also view the system as too complex or cumbersome to use. This opinion reveals that

the effort of using the given application outweighs the benefits of usage. This second variable is

theorized as "Perceived Ease of Use".

As quoted, "Perceived Ease of Use" (PEOU) is "the degree to which a person believes that

using a particular system would be free of effort" [32]. This follows from the dictionary definition

of ease: "freedom from difficulty or great effort." Effort can be a finite and limited resource that

a person has to allocate across numerous tasks. With all other variables being identical, an

application perceived as more straightforward to use than another is more likely to be accepted

by users. Therefore, "Perceived Ease of Use" is hypothesized to have a significantly positive
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effect on "Behavioral Intentions".

3.2.5 Perceived Usefulness

Meanwhile, Davis defined "Perceived Usefulness"(PF) as "the degree to which a person believes

that using a particular system will improve his or her job performance" [32]. As commonly

believed, "Perceived Usefulness" plays a crucial role in determining the acceptance of future

use. This concept follows from the definition of the word useful: "capable of being used advan-

tageously". In David’s study [32], the two-factor analysis suggested that "Perceived Usefulness"

and "Perceived Ease of Use" are statistically distinct constructs. "Perceived Ease of Use" is

hypothesized to affect "Behavioral Intentions significantly".

3.2.6 Attitude Towards Use

The construct "Attitude Towards Use" (Att) refers to an individual’s feelings and dispositions

involving using an application. Gibson et al. [39] defined attitude as a "positive or negative

feeling or mental state of readiness, learned and organized through experience, that exerts

specific influences on a person’s response to people, object, and situation". In 1971, Triandis

[40] claimed that attitude should consist of affective, cognitive, and behavioral components.

The affective component of attitude is the emotion or feeling, which includes statements of

likes or dislikes about particular objects. The cognitive component of attitude is statements of

beliefs. In other words, an individual believes that a particular object can significantly increase

the quality of her or his output. The behavioral component of attitude is what an individual

does or intends to do and is affected by individuals’ experience [41]. We hypothesized that

"Attitude Towards Use" has a strong positive relationship with "Behavioral Intentions".

3.2.7 Behavioral Intentions

"Behavioral Intentions" (BI) generally refers to users’ decision to use this application in the

future. According to the Theory of Planned Behavior [42], BI has been shown to predict actual

behavior effectively. Therefore, evaluating the BI of TikTok users based on their experience is

valuable for gaining insight. As done in previous studies related to users’ adoption [43, 44], our

evaluation of the "Behavioral Intentions" construct involves assessing the users’ intention to

continue using TikTok and their desire to recommend it to others.
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3.3 Model Hypotheses

After giving the above definitions, we organize a set of hypotheses about possible relationships

among these principal constructs, which can be found in Figure 3.2. In the following para-

graphs, we shorten "Service Information Quality" to SerInfQ, "Perceived Ease of Use" to PEOU,

"Perceived Fairness" to PF, "Perceived Usefulness" to PU, "Attitude Towards Use" to Att, and

"Behavioral Intentions" to BI. First, we hypothesize that there is only one negative correlation

arrow from "Concerns" to PF. Since concerns present users’ harmful concerns about the TikTok

platform, the more concerns, the more unfair the platform is reckoned. Then SerInfQ has a

positive influence on both PEOU and PU, which is consistent with our intuition. PEOU affects

PU through PF. Further, PF can positively influence the Att. Lastly, Att, PEOU, and PU have

positive correlations to BI. In the following chapters, we present the analysis and evaluation of

our model hypotheses.

Figure 3.2: Model hypothesis.
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Chapter 4

Dec2Dataset

4.1 Data Collection

In our research, we used Amazon’s Mechanical Turk (MTurk) [45] to collect our data samples.

MTurk is a crowdsourcing platform that allows users to post tasks and receive responses from

workers. Its wild applicability enables requesters to publish assignments like survey participa-

tion, data validation, content moderation, etc.

According to a review article [46], the MTurk platform’s popularity can be attributed to

four benefits: (a) extensive and diverse participant pool, (b) ease of access and speed of data

collection, (c) reasonable cost, and (d) flexibility regarding research design choice. The use of

web-based research using MTurk has increased tenfold over just the last decade [47], making

it the most frequently used online data collection method by far, as revealed by the study [48].

Furthermore, researchers [47, 49] have given positive support for samples drawn from com-

mercial online panel data (OPD). A recent study [47] conducted meta-analyses of OPD, and

then compared internal reliability estimates with conventionally sourced data. The authors sug-

gested, with appropriate caution, that OPD is suitable for many exploratory research questions.

With the above support, we chose to use the MTurk platform to conduct our study.

In the process of recruiting MTurk workers, applying qualifications is validated as the most

effective and convenient strategy for improving the quality of collected Amazon MTurk datasets.

Qualifications, acting as filters, allow researchers to select particular worker demographics fea-

tures or working experiences with MTurk for specialized projects. This enabled us to distribute

task assignments to particular groups of workers on MTurk. Our study applied the following

qualifications. We required the HIT approval rate of AMT workers to be higher than 98%. Here,

the HIT approval rate represents the proportion of completed Human Intelligence Tasks(HITs)
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that Requesters approve. To ensure the workers are familiar with the MTurk platform, we asked

them to have more than 500 Approved HITs. We further asked all the participants to be residents

of the United States, since we hoped to focus our study on the USA scope. Furthermore, we

distributed a bonus reward of 20 cents to participants who successfully finished our attention

check. The detailed criteria are in section 3.1.1.

We prudently chose our survey’s sample to ensure that their experience with TikTok could

truly reflect their user perceptions during the survey. We carefully evaluated the validity and

reliability of the hypothesized model to address any limitations of the self-report data collection

method. The details are provided in the subsequent sections.

First, we launched two pilot studies(N=20,200, respectively) in September 2022. The purpose

of these two pilot studies is to verify the feasibility of our data collection process and evaluate

the efficiency of survey questions. We modified our survey questionnaire based on participants’

feedback and relaunched our formal studies in November 2022. Due to scientific rigor, we did

not include the sample from pilot studies in our Dec2dataset.

Formally, we published 1,300 assignments through the MTurk platform. The survey was

posted as 12 separate batches. As mentioned, the same qualifications were applied. The reward

for participating in our survey was 1.82 dollars. We accomplished the whole study between

November 15th and December 2nd, 2022.

4.2 Data Screening

Based on our two pilot studies, we developed the rules for data screening. We thoughtfully

adopted feasible and reasonable approaches to exclude noisy submissions. In summary, the

following criteria were implemented to filter our collected dataset:

• Filter 1: Exclude participants with more than 40 same answers.

• Filter 2: Exclude participants who choose the "Other" option in the language question.

(The 3rd demographic question in Appendix A.1)

• Filter 3: Exclude participants who choose the "Other" option in the experience question.

(The 5th demographic question in Appendix A.1)

• Filter 4: Exclude participants using less than 3 minutes.

To begin with, with 1300 assignments posted, 1287 workers completed and submitted the

survey. Thirteen responses were missing as these 13 workers failed to submit a valid survey

form. This could be caused by misusage while filling out the survey. There was no missing data

in the sample because participants could only submit their responses if all the questions were

completed.
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The responses were collected in "JSON" format and converted into Pandas DataFrame.

Applying Filter 1, we discarded 18 responses as these workers selected the same answer over 40

times in 45 main questions. Applying Filter 2, we excluded 0 workers with the "Other" option in

the "Please specify your English fluency" question. This left us responses with options "Native"

and "Fluent". Applying Filter 3, we excluded 266 workers with the "0-6 months of usage" or

"Other" options in the "Please specify your TikTok experience" question. This left us responses

with the option "Over 6 months of usage". Lastly, we evaluated each worker’s elapsed time from

opening the survey to the end to avoid impairment from automatic survey-completing bots.

The submission was considered invalid if the elapsed time was less than 3 minutes. Because

during the survey, the first step was to read the information sheet and consent form. Then 6

demographic questions and 45 main questions were followed. It was unlikely for a human with

average reading and clicking speeds to answer every question in 4 seconds, despite reading all

the descriptive paragraphs. We filtered out 373 such cases. In total, we discarded 670 responses

with the above filtering criteria. Therefore, the final sample size of our Dec2Dataset became

630. According to the rule of thumb, having at least 10 participants for each survey question

item[50], our sample size is adequate for a steady factor estimate analysis.

Figure 4.1: Demographics of Dec2Dataset(N=630).

4.3 Data Description

In total, 630 responses were gathered and prepared for our model generation. The distributions

of 6 demographic features are shown in 4.1. Females(52.9%) and males(47.1%) were approxi-

mately equally distributed. 4.4% of participants were from the 18-24 age group, and 50% of them

were within the 25-34 age group, 27% of them were from the 35-44 age group, the rest(18.5%) of
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Demographics Item Frequency Percentage

Total 630 100%

Gender Male 333 52.9%
Female 297 47.1%

Age 18-24 28 4.4%
25-34 315 50.0%
35-44 170 27.0%
45-54 72 11.4%
56-65 45 7.1%

language Native 577 91.6%
Fluent 53 8.4%
Other 0 0%

Occupation Student 10 1.6%
Office worker 563 89.4%
Independent 38 6.0%
retired 1 0.2%
other 18 2.9%

Experience Over 6 months 630 100.0%
0-6 month(s) 0 0%
Other 0 0%

Frequency Longer than 2 hours 357 56.7%
About 1-2 hour(s) 206 32.7%
Less than 1 hour 51 8.1%
Less than 30 mins 16 2.5%

Table 4.1: Profile of participants(N=630).

them belonged to users above 45. As mentioned in 4.1, the survey was conducted in the United

States, and the majority(91.6%) of participants were native English speakers. Meanwhile, the

rest(8.4%) of them are fluent English speakers. According to the collected responses, 89.4% of

the sample were office workers, which is in line with the approximate age distribution.

According to the section 3.1.1, we mentioned that a bonus reward was distributed to par-

ticipants who got correct in at least 5 of 7 reversed question pairs. In total, 429 participants

received this 20 cents bonus, which accounted for 68% of approved workers.

We also looked into their usage length and frequency with TikTok. After a thoughtful decision,

we filtered out participants with less than 6 months of TikTok usage, indicating that the whole

sample was lately active on TikTok and had more than 6 months of usage experience. Their

current weekly usage was diverse: 56.7% of them were on TikTok longer than 2 hours each week;
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32.7% were using TikTok for about 1-2 hour(s) weekly; 8.1% were using TikTok for less than 1

hour; and 2.5% were using TikTok less than 30 minutes. Therefore, we can safely conclude that

our participants were familiar with and involved with the TikTok platform lately. The profile of

630 participants is summarized in Table 4.1.

Skewness Kurtosis

count 45.000000 45.000000
mean -0.648472 0.281799
std 0.430661 0.835122
min -1.251288 -1.321952
25% -0.914921 -0.196441
50% -0.718030 0.387247
75% -0.603526 0.891446
max 0.631627 1.803923

Table 4.2: The statistics of skewness and Kurtosis for 45 main questions.

According to research [51], all the variables should be well modeled by a normal distribution

to satisfy SEM assumptions. The distributions of each question can be found in Appendix A.1

and A.2. We also annotated each question’s mean, standard deviation, and median values. As

shown, the empirical distributions considerably deviated from the bell-curved distribution.

Further, we checked the skewness and kurtosis of our 45 main questions. The skewness (-1.25,

0.63) and kurtosis (-1.32, 1.80) of all variables fall into the (-2.00, 2.00) interval, which is the

recommended acceptable range of normality test for Likert-type questions[52]. Thus, our data

also meet the normality requirements. The statistics of skewness and kurtosis for 45 main

questions can be found in Table 4.2.
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Chapter 5

Results

5.1 Model Validity and Reliability

We conduct the following data analysis and model evaluation using the Lavaan version 0.6.12.

We considered the model validity and reliability from 3 dimensions: basic statistics, internal

reliability, and convergent validity. Also, we utilized the maximum likelihood (ML) estimation

with robust standard errors.

We discarded the question items with factor loading less than 0.5 to maximize the model

interpretability. After this, we obtained 23 question items in this step of our model structure,

presented in Table 5.1. To identify the reasonable clusters of question items, we evaluated

internal reliability with Cronbach’s alpha and item-total correlation. Both item-total correlation

and Cronbach’s Alpha range from 0 to 1. And higher values indicate a more significant internal

consistency. Attention to internal reliability aimed to reveal the consistences of model measure-

ment structure. Meanwhile, after carefully selecting the question items to build the principal

constructs, we achieved that all seven principal constructs have a more than 0.6 Cronbach’s

alpha, which meets the standard of 0.6 for Cronbach’s alpha [53]. Except for two principal

constructs (PEOU, PU), Cronbach’s alpha of the rest five principal constructs are more than 0.65.

Furthermore, the highest Cronbach’s alpha is 0.79, which is accomplished in PF with question

items [Q19, Q20, Q21, Q22].

As for the item-total correlation in our research, the lowest value is 0.62, and the highest is

0.88. Generally, item-total correlation serves as a criterion of assessment and purification. There

are several standards from different studies: 0.30 threshold of item-total correlation by Cristobal

et al. [54], 0.40 threshold of item-total correlation by Loiacono et al. [55], 0.50 threshold of

item-total correlation by Francis and White [56] and Kim and Stoel [57]. We went over the most
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rigid bar, indicating the excellent internal reliability of our measurement structure. Moreover,

item-total correlation can help us to check if any item in the set of tests is inconsistent with

the averaged behavior of the others, and thus can be discarded. A small item-correlation value

provides empirical evidence that the item is not measuring the same construct measured by the

other items included. A correlation value less than 0.4 indicates that the corresponding item

does not correlate very well with the scale overall and, thus, it may be dropped.

On the other hand, the convergent validity was measured by composite reliability (CR) and

average variance extracted (AVE). As mentioned, we kept 23 question items with factor loading

more than 0.5, presented in Table 5.1. This meets the requirements of 0.5 acceptable level, as

demanded by the book [51]. Among these 23 question items, the highest factor loading is the

Q20’s contribution to PF, which is 0.79. Except for BI with a 0.59 composite reliability, the rest

principal constructs’ CA exceeds the standard level of 0.6 [58], which is a satisfying performance.

As for AVE, except for "Concerns" with a 0.47 value, the six left principal constructs achieve an

average variance extraction of more than 0.5 [58]. It is worth noting that the highest average

variance extraction is 0.72 from SerInfQ. Based on the facts revealed above, our hypothesized

model possesses both satisfactory internal reliability and robust convergent reliability. In the

next section, we carry out a structural equation model for further analysis.

5.2 Structural Equation Modeling

In Figure 3.2, we presented our hypothesis on those seven principal constructs. In this section,

we validated the model structure with structural equation modeling. Figure 5.1 shows the results

of SEM analysis. Lavaan normally ended after 46 iterations, using Lavaan version 0.6.12. We

applied maximum likelihood (ML) as the estimator, and NLMINB (Nonlinear Minimization

subject to Box Constraints) as the optimization method. In total, we covered 630 responses

from our Dec2Dataset, which results that the degree of freedom being 253. The χ2 of our SEM

model is 691.818, with the p-value of χ2 < 0.001. Moreover, CFI = 0.938 (> 0.9), TLI = 0.916 (>

0.9), RMSEA = 0.058 (< 0.08), which all surpass the recommended standards [51].

After the whole picture, we focused on the relationships inside our path structure among

seven principal constructs. "Concerns" negatively influence PF (Perceived Fairness), where β =

-0.139, p = 0.012. In general, a p-value less than 0.05 is statistically significant. It indicates strong

evidence against the null hypothesis, as there is less than a 5% probability that the null is correct.

We can claim that the correlation between "Concerns" to PF is statistically significant. Further,

we have a relatively significant positive influence from SerInfQ (Service and Information Quality)

to PEOU (Perceived Ease of Use) And PU (Perceived Usefulness), with respectively β = 0.981, p

< 0.001 and β = 0.841, p < 0.001. These two significant factor loadings also coincide with our

hypotheses, which is consistent with previous research mentioned in Chapter 2.
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In the second layer, we have PEOU (Perceived Ease of Use), PF (Perceived Fairness), and PU

(Perceived Usefulness), which are also the three perceived principal constructs of this study.

PEOU positively influences PF, with β = 0.361, p < 0.001. Further, PF has a positive influence on

PU, with β = 0.104, p = 0.026.

Concerns SerInfQ PF PEOU PU Att BI

Concerns 0.687
SerInfQ 0.000 0.848
PF -0.139 0.354 0.711
PEOU 0.000 0.981 0.361 0.814
PU -0.014 0.878 0.401 0.862 0.827
Att -0.035 0.089 0.253 0.091 0.101 0.718
BI -0.024 0.796 0.437 0.801 0.788 0.611 0.824

Table 5.2: Inter-construct correlation matrix.

From the third and fourth layers, PF shows a significant positive effect on Att (Attitude

Towards Use), with β = 0.253, p < 0.001. Lastly, we have three variables leading to BI (Behavioral

Intentions). PEOU, Att, and PU contribute positively to BI, with β = 0.466, p = 0.010; β = 0.535, p

< 0.001; andβ = 0.332, respectively, p < 0.051. Moreover, we evaluated the discriminant validity of

the principal constructs by analyzing the inter-construct correlation matrix, which is presented

in Table 5.2.
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Chapter 6

Conclusion & Discussion

6.1 Conclusions

In this thesis, we discussed user perception concerning fairness issues. We investigated the

position of fairness based on user perception in two-sided recommender systems. TikTok, as

a perfect case study of a two-sided recommender system, gave us precious user perception

from user perspectives. We thoughtfully compared and evaluated different concepts related

to fairness issues. Establishing a questionnaire survey on EPFL’s server, we distributed 1300

responses with Amazon MTurk. After careful selection, we obtained the Dec2Dataset with 630

responses. Based on this dataset, we applied structural equation modeling to investigate the

relationship among perceived fairness, perceived usefulness, and perceived ease of use. During

this process, we also utilized EFA and CFA to validate and justify our clusters of question items.

The presented results in Chapter 5 proved the hypotheses from Figure 3.2.

According to the SEM results, the model structure met our expectations. Here, we’d like to

present the SEM model. On each link, the first number is regression weight; two stars mean the

p-value is less than 0.5; And three stars represent the p-value is less than 0.001. Below the figure

is the question items composed of each key construct.

First, it’s easy to notice the only negative link from Concerns to PF. Concerns describe users’

worries and dissatisfactions. So it’s reasonable that the more concerns users have, the less

fair they think the recommender system is. And we found a consistent outcome that Service

and Information Quality have a largely positive influence on both PEOU and PU. In layer 2,

we found a positive influence from PEOU to PF. This can be because a recommender system

perceived as easy to use appears more transparent to the users. You can see from the question

items within PEOU, like question 26 and question 27. The more transparent a recommender
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system is, the more fair users think the platform is, which increases Perceived Fairness. Then

PF also has a positive influence on PU. Before talking about the reasons, In 2021, we did a

qualitative study focusing on the fairness issue in TikTok as well. We conducted 30 interviews to

understand users’ understanding of Fairness. A conclusion from our qualitative study is that PF

will not directly increase users’ perceived usefulness. And better PF can make users satisfied

with recommended content. Thus, they will have a positive attitude towards the platform, and

this can transfer into positive behavior intentions later. Based on this, it’s explainable that we

found a small positive influence from PF to PU, and PF positively links Attitude and links BI.

Looking deeper into Perceived Fairness. We applied EFA to compute factor loadings, which

are the numerical coefficients corresponding to the directional paths connecting common

factors to observed variables. Different from other constructs, we found that six question items

showed a strong relationship to Perceived Fairness, with a factor loading of more than 0.6.

In descending order, they respectively are race(0.742), gender(0.693), religion(0.669), social

connections(0.664), age(0.660), and location(0.618). In the above SEM model, we only used 4 of

them because the scree plot indicated the number of factors to remain. In multivariate statistics,

a scree plot is a line plot of the eigenvalues of factors or principal components in an analysis.

According to the scree plot, factors or components on the left of the “elbow” point, where the

eigenvalues seem to level off is found, should be retained as significant. This result is consistent

with our qualitative study. When talking about possible factors leading to Envy in RecSys, race

and gender are the top two factors that are mentioned repetitively by the interviewees. And in

our study, these two also significant features of Perceived Fairness from users’ perceptions.

In summary, we covered seven key constructs, including "Concerns", "Service and Informa-

tion Quality", "Perceived Ease of Use", "Perceived Fairness", "Perceived Usefulness", "Attitude

Towards Use", and "Behavioral Intentions". We embraced the common-used constructs, such

as "Perceived Ease Of Use" and Perceived Usefulness. Meanwhile, we introduced Perceived

Fairness to explore the relationships among these three key constructs. We validated each key

construct’s statistics, Cronbach’s alpha, and item-total correlation. These indices supported

the statistical reliability and validity of our model analysis. We applied the structural equation

modeling method to prove the consistency of our hypotheses. According to the SEM structure

in Figure 5.1, The main conclusions from our research are:

• (1) Perceived Ease Of Use has a positive influence(regression weight is 0.361 with a p-value

less than 0.001) on Perceived Fairness;

• (2) Perceived Fairness positively influences Perceived Usefulness;

• (3) PU and PEOU can directly increase BI, and PF can indirectly increase Bi through

Attitude. These three constructs have direct and indirect positive effects on Behavioral

Intentions through direct or indirect correlation.
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6.2 Limitations

Further, there are several things that could be improved from our current study using the

responses from MTurk.

(1) The quality of responses from MTurk is not satisfying. The rejection rate is high. After

data filtering, we only got 630 out of 1300 responses. This decreases the reliability of our study.

(2) Several relationship links didn’t emerge as we expected. For example, we didn’t find a

significant construct of the “System Quality” latent variable. Instead, we extracted the construct

“Concerns” from the questions set initially for “System Quality” and "Service and Information

Quality".

(3) Due to unsatisfying data quality, we exclude half of the question items to meet the

convergent validity. In order to increase model reliability, we excluded many question items

that might be related to the key construct. The detailed criteria are Cronbach’s Alpha of each

key construct should be more than 0.7, and the factor loading of each item should be more than

0.5. Specifically speaking, we have 45 main questions in our original survey questionnaire, and

we got 23 questions entering our SEM model.

(4) Last, we didn’t find a direct influence from PEOU to PU. However, the link from PEOU to

PU is critical in the TAM model.

Hopefully, our study could bring a new perspective to researchers about the fairness prob-

lems in two-sided recommender systems. And fellow researchers could conduct further studies

to add solid details to our research. We believe more attention to fairness is beneficial and

necessary in recommender systems.
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Appendix A

Optional Readings

A.1 The FAIR model survey

We are scientists from EPFL, a leading engineering university in Europe. We are conducting

a large scale user survey to understand your interaction experiences with TikTok. We are

especially interested in knowing if this recommendation platform seems fair to you. We are

going to ask you to take a moment to reflect on your recent user experience with TikTok, the

recommendations you have received lately, their quality, the service quality provided, your

privacy concerns, and whether you feel in control of the content you receive. You will then

answer 45 questions and this survey should take about 30 minutes.

If you participate in this project, you will receive $12 for your participation. However, if your

experience with TikTok is less than 6 months, or you are not a fluent speaker of English, you will

not be qualified.

All data collected in this project is subject to strict data protection rules. If you decide to

join, you will find a more detailed information sheet about why this research is being carried

out and what it means to you.

Demographic questions:

Pre-survey questions [6 questions]

1. Please specify your gender:

• female

• male

• other
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2. Please specify your age group:

• 18-24

• 25-34

• 35-44

• 45-54

• 55-65

3. Please specify your English fluency:

• native

• fluent

• other

4. Please specify your profession:

• student

• office worker

• independent

• retired

• other

5. Please specify your TikTok experience:

• over 6 months of usage

• 0-6 months of usage

• other

6. Please specify your weekly usage of TikTok:

• longer than 2 hours

• about 1-2 hours

• less than 1 hour

• less than 30 mins

Main questions:

System quality [6 questions]

1. TikTok has an appropriate style of design for site type.

2. It’s easy to navigate on TikTok to find what I want.

3. TikTok has unclear app navigation.

4. TikTok has a fast response time.

5. TikTok keeps personal information (age, address, name . . . ) that I provided secure from
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exposure.

6. TikTok creates an enjoyable audiovisual experience.

Service (and Information) quality [10 questions]

7. The recommended items correspond to my needs and preferences.

8. TikTok wrongly infers my interests.

9. The recommended items cover a variety of topics.

10. TikTok recommended items are repetitive.

11. TikTok provides reliable information.

12. The recommended items are novel.

13. I can easily change the way TikTok recommends content to me.

14. The recommended items adapt to my changing taste and preferences.

15. TikTok recommends me content based on inferred information, such as gender, location,

profession, etc.

16. TikTok displays too many advertisements.

Perceived Fairness [8 questions]

17. The content from TikTok controls my preferences and taste.

18. The content recommended to me is populated by trending videos.

19. My age doesn’t limit the content recommended to me.

20. My gender doesn’t limit the content recommended to me.

21. My race doesn’t limit the content recommended to me.

22. My religion doesn’t limit the content recommended to me.

23. My location doesn’t limit the content recommended to me.

24. My social connections don’t limit the content recommended to me.

Perceived ease of use [5 questions]

25. It is easy for me to become skillful at using TikTok.

26. Using TikTok requires a lot of mental effort.

27. It is easy for me to change my preferences in TikTok.

28. It is easy to get TikTok to do what I want it to do.

29. TikTok is user-friendly.

Perceived usefulness [7 questions]

30. When using TikTok, I do not realize the time elapsed.

31. TikTok gives me enjoyment and keeps me entertained.

32. Using TikTok is dull and boring.

33. TikTok stimulates my curiosity.

41



34. TikTok keeps me informed of the latest trends.

35. TikTok leads me to explore new content.

36. TikTok updates me about my friends’ lives.

Attitude toward use [4 questions]

37. Using TikTok is a good idea.

38. Using TikTok is a bad idea.

39. Using TikTok is a positive idea.

40. Using TikTok is a wise idea.

Behavioral intention to use (Users’ adoption) [5 questions]

41. I will keep using TikTok in the future.

42. I will use TikTok on a regular basis in the future.

43. I don’t intend to use TikTok in the future.

44. I will use this site rather than other platforms, for example, YouTube, Instagram, or Face-

book.

45. I will recommend TikTok to others.
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A.2 Response Distributions

Figure A.1: The distributions of questions [0-19], with statistics.
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Figure A.2: The distributions of questions [20-45], with statistics.
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A.3 Response Correlation Map

Figure A.3: The correlation map of questions [0-44].
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