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1 Project Overview

1.1 Motivation and Background

Recently, generative AI models have been extensively developed to produce
a wide range of synthesized content,including text, images, audio, and code,
among others. For example, advanced image generative models, such as Diffu-
sion Models (DMs) [1], can produce highly realistic and detailed photographs
and paintings. Similarly, large language models (LLMs) like ChatGPT [2] can
be leveraged to compose coherent and creative text articles with arbitrary genres
and storylines.

However, the widespread deployment of these generative models has brought
about significant challenges, particularly in the realm of copyright. These mod-
els rely on extensive training data obtained from private sources, some of which
may contain original works of the data owners. Therefore, these generative
models have the capability to generate synthetic data that closely resembles
the copyrighted data, severely undermining copyright protection [3]. In recent
years, legal disputes have arisen surrounding the utilization of copyrighted data
in AI training. In 2023, The New York Times filed a lawsuit against Ope-
nAI and Microsoft, alleging that their AI products, including ChatGPT [2] and
Copilot [4], utilized millions of articles from The New York Times for training
generative models. Similar lawsuits have been filed against Stable Diffusion [5]
and Midjourney [6], asserting that they generate images using training data
from millions of artists, potentially infringing upon their rights. These cases
demonstrate the importance of research into copyright protection in generative
models.

1.2 Research Direction

In this project, we have two research directions, and applicants can choose any
one of them:

Research Direction 1: Based on copyright protection laws and related
regulations, propose a metric of copyright infringement. Based on this metric,
propose a new learning algorithm for the process of generative model, which
can reduce the probability of generating exactly the same copyright data while
ensuring the quality of the generated data.
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Research Direction 2: Give an economic solution to copyright challenges
of Generative AI which propose a framework that compensates copyright owners
based on their contributions to the creation of AI-generated content and their
copyright loss during the training process of generative model. The metric for
contributions is quantitatively determined by leveraging the probabilistic nature
of modern generative AI models and using techniques from cooperative game
theory in economics. The metric for copyright loss is quantitatively determined
by the Copyright protection laws and regulations.

2 Prerequisites

• Familiar with Diffusion Models, large language model and have experience
programming on these generative models.

• Familiarity with differential privacy and game theory would be a plus;

• Fluent English in writing and communication;

• Self-motivated to learning new things and collaboration in a teamwork.
We are targeting at a publishable work, so we hope you are also excited
to that ;)

• Hope to have read the following papers [7, 8, 9]

3 Postscript

• This project is available for both master thesis and semester project;

• Previous publications would be a plus but not a requirement;

• The host lab will provide the computational resources for the project.
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