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PROBLEM 1.

(a) We have H(f(U)) < H(f(U),U) = H{U) + H(f(U)|U) = H(U) + 0 = H(U).

(b) Notice that U - V - f(V)is a Markov chain. The data processing inequality implies

that H(U) — U!f ) = 1(U; f(V)) < I(U;V) = HU) — H{U|V). Therefore,
HU|V) < H(U|f(V)).
PROBLEM 2.
(a) We have:

H(U|U) < HUWI|U)=HWIU)+ HU|U,W) < HW)+ HU|U,W)
= HW) + HU|U,W =0)-P[W = 0]+ HU|U,W = 1) - P[W = 1]

(%)
< hf2(pe) +0- (1 _pe) + log(‘u‘ - 1) *Pe = h2(pe) + Pe IOg(’U’ - 1)7

where (k) follows from the following facts:

— H(W) = ha(pe).

— H(U|U,W = 0) = 0: conditioned on W = 0, we know that U = U and so the
conditional entropy H(U|U,W = 0) is equal to 0.

— HU|U,W = 1) < log(JU| — 1): conditioned on W = 1, we know that U # U
and so there are at most |U| — 1 values for U. Therefore, the conditional entropy
HU|U,W = 0) is at most log(|]| — 1).

(b) Let U = f(V)). We have H(U|U) < ha(p.) + pelog(J| — 1) from (a). On the other
hand, from Problem 1(b) we have H(U|V) < H(U|f(V)) = H(U|U). We conclude
that H(U|V) < ha(pe) + pe log(|U] — 1).

PROBLEM 3.

(a) Since
plu) if z=1,

P(U:u’Z:z):{q(u) if 2=2

one can immediately see that the distribution of U is r(u) = 0p(u) + (1 — 0)g(u).
(b) H(U) = h(r), and
HU|Z) = ZP H(U|Z = z) = 0h(p) + (1 — 0)h(q).

The last equality follows since given z = 1 (resp. z = 2) U has distribution p (resp. q).
Since H(U) > H(U|Z), we have proved that h(r) > 0h(p) + (1 — 0)h(q).



PROBLEM 4.

(a) We have:

S =3 max{Pi(u), Po(u)} < 3" (Pi(u) + Pa()

ueU ueld
=Y P +) Plu)=1+1=2,
ueU ueU

It is easy to see from (x) that S = 2 if and only if max{P;(u), Py(u)} = Pi(u)+ P>(u)
for all w € U, which is equivalent to say that there is no v € U for which we have
Pi(u) > 0 and Py(u) > 0. In other words, S = 2 if and only if

{uel:P(u)>0tNn{uecl: Pyu) >0} =o0.

(b) Let I; = [logy mrpry N a7 | and let us compute the Kraft sum:

M M M
Yot < o R e = 3 maX{Pl(‘;i)’ Bola)) 4
=1 =1

i=1
Since the Kraft sum is at most 1, there exists a prefix-free code where the length of
the codeword associated to a; is [;.

(c) Since the code constructed in (b) is prefix free, it must be the case that [ > H(U).
In order to prove the upper bounds, let P* be the true distribution (which is either
Py or B,). It is easy to see that P*(a;) < max{Pi(a;), Py(a;)} for all 1 <i < M. We
have:

M

* * S
P*(a;).l; = ZP (a;). {logQ maX{P1<ai>7P2(ai)}—‘

1 i=1

P*(a;). (1 + log, max{ P (j)) P2(ai)}>

0

(2

'FA%

=1

P*(a;). (1 +log 5+ log, max{ﬂ(ali) P2(ai>}>

.

1

(2

1

M
=1+logS + P*(a;).1o
& 2; (i) o, P ) Pata]
M
(*) . 1
<1 +logS+;P (ai).logzm = HU) +logS+1< H(U) +2,

where the inequality (x) uses the fact that P*(a;) < max{P;(a;), Ps(a;)} for all 1 <
1 < M.

(d) Now let I; = [log, (P (a,)ﬂ, and let us compute the Kraft sum:

S
;)P

M M M
Z 2_li S Z 2—10g2 maX{Pl(aii»..,P]g(ﬂi)} = Z maX{Pl (al)é ~ Pk(al)} =1.
1=1 i=1

i=1



Since the Kraft sum is at most 1, there exists a prefix-free code where the length of the
codeword associated to a; is [;. Since the code is prefix free, it must be the case that
[ > H(U). In order to prove the upper bounds, let P* be the true distribution (which
is either P or ...or Py). It is easy to see that P*(a;) < max{Pi(a;),..., Py(a;)} for
all 1 <7< M. We have:

o <N S
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-

P*(a;). <1 + log,
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; (a:) ( + i85+ log, max{Pl(ai),...,Pk(ai)}>
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=1+1log, S+ P*(a;).1o
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<1+log25+ZP a;). Ingp* = H(U) +log, S + 1,

py (a:)
where the inequality (%) uses the fact that P*(a;) < max{Pi(a;),...,Ps(a;)} for
all 1 < i < M. Now notice that max{P;(a;),..., P(a;)} < Z?Zle(ai) for all
1 < i < M. Therefore, we have

M Mk koM k
S = Zmax{Pl(a,-), ooy Pe(a)} < ZZP](a,) = ZZPJ(GZ) = Zl =

We conclude that H(U) <l < H{U) +1logS+1< H{U) +logk + 1.
PROBLEM 5.

(a) We prove the identity by induction on n > 1. For n = 1, the identity is trivial. Let
n > 1 and suppose that the identity is true up to n — 1. We have:

I X)) = 1Y, Yoy Xn) = ) T2 X0) + 1(X: Yoo [Y772)
n—1
= (Z[XmYzD” 1)) (X Yo [Y72) = S I VYY),
i=1

The identity (x) is by the chain rule for mutual information, and the identity (**) is
by the induction hypothesis.

(b) For every 0 < i < n, define a; = I(X}};Y)), and for every 1 < i < n, define
b = I(X,;Y{™"). It is easy to see that ap = a, = 0. We have:

ZI (X7 ;YY) = & Z (I(inﬂayz) I(X7 Y™ 1)> - (Z ) (Zb>

i=1

= () = (350 = (L) = (300) = X (s =)

=3 () - 1) S X))



The identities (x) and (**x) are by the chain rule for mutual information The identity

(xx) follows from the fact that ag = a,, = 0, which implies that Z a; = Z a;.

PROBLEM 6.

(a) We can write the following chain of inequalities:

L ﬁ Q(xz H Q N(a|x) 3 H Q(a)an(a): H 2an(a) log Q(a) (1)
=1

acX aceX aceX
_ H on(Px(a) log Q(a)—Px(a) log Px(a)+Px(a) log Px(a)) (2)
acX
_ o o (~Px(a) log 5 +Px(a) log Px(a)) _ 9n(=D(PHlQ)+H (Px)

where 1 follows because the sequence is i.i.d., grouping symbols gives 2, and 3 is the
definition of type.

(b) Upper bound: We know that

“/n 3
(k)pk(l —p)" k-1,
k=0

Consider one term and set p = k/n. Then,

1 - n E k 1 B E n—=k B n zn(ﬁlog E‘i’ﬂ logu) o n 2—7‘Lh2(ﬁ)
— \k n n - \k - \k

Lower bound: Define S; = (?)pj(l — p)"~J. We can compute

Sjg1_m—j p

Sj j+11—p

One can see that this ratio is a decreasmg function in j. It equals 1, if j = np+p—1,

SO ng—jl < 1for j = |np+ p| and ]:1 > 1 for any smaller j. Hence, S; takes its

maximum value at j = [np + p|, which equals k in our case. From this we have that

1= Z <?)p"(1 —p)"7 < (n+1)max (?)p]’(l —p)

j=0 ’

<(n+1) (Z) (%)k (1 - S)n_k —(n+1) (Z) 9-mha(5), (3)

The last equality comes from the derivation we had when proving the upper bound.

(c) Since for every x € T(P), Q"(x) = 27 "HIHDIA) (by part (a)) and - L _L_gnH(P) <
T(P)| < 2" (by part (b)), we have

-IHQ nDPIQ) < On(T(P)) < 2-"PPIQ)
n



